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What is “Big Data” ?
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Big Data Volume

Million Peta Bytes =
Zetta Bytes

Datenvolumen

Zettabyte

2006 | sanmen
GEK = st

Exabyte
_\. Science seems
. é to be not the
Petabyte main driver any
4 ]
Terabyte // |nt‘e‘rﬁet more :
Cigabyte
Megabyte )
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Buchdruck 1. Computer Transistor

Source: ,Big-Data im Praxiseinsatz, Leitfaden", BITKOM 2012
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Large Scale Data Facility (LSDF) &(IT

KIT Institutes

DAQ Systems

Archives

LTO Tape

Data bases

KIT Network
10 Gigabit

LSDF Network
10-100 Gigabit

_ IPv4/IPvE |
700 Gigap,: HADOOP
Filter bit Compute Cluster
6 PB 120 TB
HDFS

Internet
Remote Storage

Desktop Analysis hosts University of Heidelberg
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The Data Center as a Computer T

'y

0

The Datacenter

as a Computer

An Introduction to the Design
of Warehouse-Scale Machines

Second Edition

Luiz André Barroso
Jimmy Clidaras
Urs Holzle

| Comparison:
SCC@KIT,
LSDF, LHC Tier-1

441 442

® Apple data center in Maiden, NW Carolina: Exa-Scale data center (iCloud)
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Big Data Drivers ﬂ(".

Karlsruher Institut fur Technologie

Cloud Computing

& Saa$S
L ]
Big Data
Mobile Apps &
Location-Based Sensors & M2M
Services
Social Media &
Real Time

Source: ,Big-Data im Praxiseinsatz, Leitfaden", BITKOM 2012
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Big Data Dimensions (4V)
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(. Number of Data Sets
* Number of Files
* Number of Objects

* Tera, Peta, Exa, Zetta,
Yotta Bytes (10?4 Bytes)

* Brontobyte (1027 Bytes)

)

N Geopbyte (1030 Bytes)

[

* Digital certificates
 Data quality

» Uncertainty quantification
* Reference data

) L

\.

» Data Sources (Biz, Web)\
 Structured / unstructured
* Poly-structured

* Text, Video, Pictures,
Tweets, Blogs, Meters

» Machine Communication

J
\
* Internet of Things
» Data Generation in
(near) real-time
* Milliseconds, Seconds,
Hours
J
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® A major new trend in information processing will be the trading of
original and enriched data, effectively creating an information economy
® Data mining
® Descriptive analytics (Past)
® Predictive analytics (Future)
a

Prescriptive analytics (Actionable insight)
® Correlation of data
® Intelligence of patterns, relations, etc.
m

SWhen hardware became commoditized, software was valuable. Now that software is
being commoditized, data is valuable.” (TIM O'REILLY)

»The important question isn’t who owns the data. Ultimately, we all do. A better question
IS, who owns the means of analysis?“ (A. CROLL, MASHABLE, 2011)
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Added Value in the Data Economy

Market Place Services Interpretation

g Digitization S Quality i2
S -= Management g
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Big Data Technologies and Cloud Infrastructure

B Example: Weather data - heterogeneous data/simulation sources — forecast/probability — map/app
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Big Data Management
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® How can we manage billions of files/objects?

® How can we manage exabytes of data?
® Data security

Data usage control

Data movement

Data availability

Data preservation

Data publication

13 CGW 2014, Cracow M. Kunze | Big Data Architectures and Technologies



SKIT

Data Security

® There is no absolute security, neither in the cloud nor on your own
premises. Spies are everywhere...

® Risk management:
® Risk = probability of disaster * cost of disaster
® Given a lower cost, a higher probability of data loss could be tolerable
® A web server and clickstream analyses might be safely migrated into a public cloud

® Strong encryption helps to treat compliance and legal issues. Control of:
®m Keys
® Algorithms
B Data

“Encryption helps...” ‘

14 CGW 2014, Cracow M. Kunze | Big Data Architectures and Technologies



Data Usage Control ﬂ(".

Karlsruher Institut fur Technologie

® Serious cloud providers are offering corresponding services that even
comply with the highest legal standards

B Regional concepts to define the data location

B Trusted data stores with encryption

® Identity and access management

B Data usage control via transactional trails logging

/N
||]|i::ﬁ7“I

had access to resources

Source: Amazon CloudTrail
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Data Movement ﬂ(".
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Once the trancher ic
endpaint intHated, Gloows moves endpoint
Hoe data 'I;-)':'.!"r' o

anthhenticate
with tomr

credentiale ‘ globus.org }

cetup the trancher

o, Hne Globws website
oF wle. CI_I Source: https://www.globus.org/

® Globus Online: Fully managed and automated Big Data file transfer
B SaaS: Separation of control plane and data plane (Third party transfer)
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Data Publication

® What does it mean to publish?

@ Data is:

® [dentified
® Described
® Curated
® Verifiable
B Accessible
® Preserved
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® What does it mean to discover?

® Data can be:
® Searched
® Browsed
B Accessed
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Globus Data Publication Services ﬂ(".

Saas for publishing Big Data
Bring your own storage
Extensible metadata

Publication and curation
workflows

Public and restricted
collections Collection

. . Metadata
® Rich discovery model CBRRES Acceas Gl @gﬁ
g License <\>

i ) “ — Community
® Architecture; Gurstion

Metadata

Policies

Workflow

® Communities create collections Dataset
=
of datasets -
® Describe the metadata Metadata ’
® Define policies for data access

Define processes for publication
Source: https://www.qglobus.org/data-publication
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Supply Domain specific Meta

Upload Verify License Complete
Submit: Describe this Item @
Please fill further 1 about this s below.
Enter appropriate subject keywords or phrases below
Subject Keywords =

self-healing I Remove Entry cicuit

@i Remove Entry

microcapsules

Enter the names of any sponsors and/or funding codes in the box below.

Sponsors This material is based upon work supported as part of the Center for Electrical Energy Storage - Tailored

Interfaces, an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science,
Office of Basic Energy Sciences under Award Number (919 DOE ANL 9F-31921 NS).

Enter a description for this item in the box below.

Description Thermomechanical failure of conductive pathways in highly integrated circuits results in loss of function that is

Data

2 blaiszik

ii Remove Entry

=+ Add More

often impossible to repair and remains a long-standing problem hindering advanced electronic packaging. Prior =

approaches to restoration of conductivity rely on external intervention in the form of heating or manual delivery
of relatively low conductivity materials. Here, we demonstrate autonomic healing of an electrical circuit with
nearly filll rarnvans nf randiictanca (ra GQ%) lace than ana millicarand aftar Aamana Tha ranid ractarative

Enter the name of experiment for this item below.

Experiment :
self-healing-10wtper

Enter the names of materials used in this experiment below.

Material Gallium

Indium circuitboard

Enter the energy density used in this experiment
Energy Density (mAh/g) 2000
Enter the Argonne GUP that this experiment was conducted under.
aun 345-456-2543

< Previous Cancel/Save

=+ Add More
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Source: https://www.qglobus.org/data-publication
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Search within and across Collections

& globus

Search Publish Manage Data

Discover Data
sy deriy | | ver Refine Search (R

energy_density>1500 microcapsules (O

Analyze

Destination: Home (blaiszik#laptop/) | SNS (go#ep2/home/SNS)

/ Autonomic Restoration of Electrical Conductivity i 04/21/2014 \

©2:26 PM
Blaiszik, Ben; Kramer, Sharlotte; Grady, Martha; Sottos, Nancy. White, Scott 8 13 files
Thermomechanical failure of conductive pathways in highly integrated circuits results in loss of function that is ® Center for Nanoscale
often impossible to repair and remains a long-standing problem hindering advanced electronic packaging. Prior Materials
approaches to restoration of conductivity rely on external intervention in the form of heating or manual delivery of View Dataset
relatively low conductivity materials. Here, we demonstrate autonomic healing of an electrical circuit with nearly
full recovery of conductance (ca. 99%) less than one millisecond after damage. The rapid restorative mechanism relies on the triggered release and
transport of microencapsulated eutectic gallium—-indium {Ga-In) liquid metal into the broken conductive pathway. For a relatively small volume fraction
of microcapsules that are patterned on gold (Au) lines, all of the damaged circuits heal with high efficiency. This autonomic healing system shows the
potential for more sustainable electronic devices with increased fault-tolerance, improved circuit reliability, and extended service life

Synthesis, Characterization, and Structural Modeling of High-Capacity, Dual & 04/16/2014

Functioning MnO2 Electrode/Electrocatalysts for Li-O2 Cells 83 o

Trahey, Lynn; Chan, Maria; Blaiszik, Ben; ® Center for Nanoscale

It has become clear that cycling lithium-oxygen cells in carbonate electrolytes is impractical, as electrolyte Materials

decomposition, triggered by oxygen reduction products, dominates thy e This research shows that View Dataset

employing an a-MnO2/ramsdellite-MnO2electrode/electrocatalyst results in the f on of lithium-oxide-like

discharge products in propylene carbonate, which has been reported to be extre; ptible to decomposition. X-ray photoelectron data have
shown that what are likely lithium oxides (Li202 and Li20) appear to form and decompose on the air electrode surface, particularly at the MnO2 surface,
while Li2CO3 is also formed

[ Li-ion | Liair J manganese ]

Groups
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Support

Source: https://www.globus.org/data-publication

® Globus may be a pathfinder project to create open data markets
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globus
genomics About Us Publications Technologies Sign Up

End-to-end sequencing analysis.
Flexible, scalable, simplified.

A solution as cutting-edge as your
research. \

Globus Genomics combines state-of-the-art algorithms, data
management tools, a graphical workflow environment, and an
elastic computing infrastructure. We take care of IT complexity so
you can focus on your research.

Researchers
: 1 learn more
Easily leverage advanced tools -

to scale your work.

Core Labs
‘ . & learn more
Provide customers with cost- -

effective services.

Scalability and flexibility for big
genomics data.

Genome sequencing is notoriously data-intensive. We make it
easy to manipulate, store, and share your data, no matter how big
it gets.

Your workflows, simplified.

We help you easily connect and configure all the tools you need
to automate your pipelines.

Let the cloud power your analysis.

Globus provides the data management solution using Amazon's ]
compute cloud. The efficiencies are all yours. Source: httDS://WWW.C]|ObUS.OFQ/qen0mICS/
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Big Data Toolbox
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Google Innovations over the last twelve Years

Spanner
MapReduce Dremel (Big Table 2)
SQL
_ Colossus Compute
saL
2002 2004 2006 2008 2010 2012 2013
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Compute Storage Services
A
-©- @
App Engine Compute Engine Cloud Storage Cloud SQL Cloud Datastore BigQuery Cloud Endpoints
(PaaS) (laaS)

Big Data Analysis Tool

® Analyze terabytes of data in seconds

® Data imported in bulk or using streaming

® Supports CSV and JSON

® Browser tools, command line tool, or REST-API
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Google Innovations over the last twelve Years
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Spanner
MapReduce Dremel (Big Table 2)
SQL
_ Colossus Compute
saL
2002 2004 2006 2008 2010 2012 2013
@) , "
pensource .@’hadm@p mssandm : ‘*
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® Hadoop is a Big Data ecosystem that implements

@-{H‘E

Hadoop core utilities

HBase: A scalable, distributed database for large tables.

HDFS: A distributed file system.

Hive: A data warehouse, data summarization and ad hoc querying.
MapReduce: distributed processing on compute clusters.

Oozie: Workflow management.

Pig: A high-level data-flow language for parallel computation.
Spark: Ultra-fast in-memory computing.

ZooKeeper: coordination service for distributed applications.

And much more ...
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From Hadoop to the Enterprise Data Hub

Opensource CLOUDERA’S ENTERPRISE DATA HUB

= ....-.

Flexible
Cost effective

viva

<
>
z
>
@)
2
<
=
pa
_|

Managed

Open
Architecture

INIWIDVNVYIN
INJLSAS

http://www.cloudera.com/content/cloudera/en/products-and-services/cloudera-enterprise.html
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How do we conveniently treat Machine Data?

Sources Customer ID |
Order System 569281734 10098213

_

Middleware
Errors

24

Callcenter
IVR

{actor:{displayName:"Go Boys!!",folloi;iybrs(‘,nunre 1366, friendsCount:789,link:
"http://dallascowboys.com/",location:{dis [Dallas, TX",objectTyp
objectType:"person”,preferredUsername:"BOysF@n80",statusesCount:6072},body:"Just boug

this POS device from @ACME. Doesn't work! Called, gave up on waiting for them to answer! RT if

,Customer ID

CUSTID 10098213

you hate @ACME!!",objectType:"activity”,postedTime:"2012-05-21T16:39:40.647-0600"}

Twitter

® Variety: Data are “poly-structured” and live in lots of formats
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The Data Warehouse

Machine Data

Online @
Services

comees (@)

Security GPS
Senvers Location "
Packaged
g Applications
e Networks

" e
. Desktops .

Storage oA
. @ ’ Messaging Applications

- i é
Telecoms

Online ; Energy
Shopping @ i i Meters

C |
art \\\&D

pr— Databases
wen ot
D Clickstreams
Smartphones
and Devices

APP

Search and
Analytics

N

Custom

HA Indexes
and Storage

Operational Intelligence

Proactive
Monitoring
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Real Time
Business

Commodity
Servers
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ource: Amazon Redshift and DynamoDB

® Fully managed, massively parallel relational data warehouse

W Takes care of cluster management and distribution of data

® Optimized for complex queries across many large tables

B Use standard SQL & standard Bl tools

® Can be combined with Hadoop on-demand (Elastic MapReduce)
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Microsoft Analytics Platform System

m Mm, ompare to [None )
Y | ..
| ===
= - :
= i.
< e )
= SQL Server
- Parallel Data
- Mlcrogoft Azure Warehouse
S HDInsight
e [ . vo|bs o U . .

Hortonworks for
Windows and Linux

Cloudera

Microsoft
HDInsight

® Bringing together Hadoop with the data warehouse (Windows Azure)
® New: Microsoft machine learning service (Azure ML)
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Research and Development
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Ingredients of a Big Data Project

® Technology
® Data preparation
W Scalable processing _
® Scalable platform \JL Cloud Computing
® Mathematical analysis methods
® Machine learning
B Statistics
® Optimization
a ...
® Toolset
® Natural Language Processing
® Image processing
® Visualization
® Application
® Real-world analysis problem

CGW 2014, Cracow M. Kunze | Big Data Architectures and Technologies

Karlsruher Institut far Technologie



Smart Data Innovation Lab (SDIL) &(IT

Data sources
from industry, research, public
sector and Internet

O
.. \ Smart Data s -

/ Innovation Lab . . “

o

Big Data- Research and Development Knowledge

Technology (Analytics, Forecast)

www.sdil.de % ‘

® Cooperation between industry and science to spur innovation
® Pilot R&D projects on dedicated Big Data infrastructure
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Architecture
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i Applied Science :
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% %‘ Domain specific Tools |
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| | | m ='Microsoft I
I
Data Central Distributed Catalog + Broker I ... [ ]
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I
I
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IT and applied research on an
open system

Data sources from industry,
research, public sector and
Internet
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Application Area

Data Innovation Communities

Industry 4.0 Energy Smart Cities _ Medicine
© BOSCH D=l EnBW XIT  SIEMENS % Fraunhofer ==) M) JULICH

Working Group Data Curation

Workin Group Law
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=1
v

ST Operations — Platform & Tools m P 5 ° Microsoft
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Research and Development Areas

* Industry 4.0 « Data mining « Data « Hadoop « Dashboards
- Logistics « Machine Warehouses Engines « Visualization
* Smart Grids Learning * NoSQL * Real time « Rich Clients
» Smart City - Statistics Databases Analytics - Collaboration
. Personalized Analysis « Column » Software Platforms
Medicine « Predictive Stores Defined Data
Analytics * In memory Center
« Tools DBs
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Predictive Analytics ﬂ(".

Data volume

(bytes)

NOW

FUTURE

Predictive

. : Process Ad hoc
Traditional reporting Real-time auto- decision Operational Strategic

reporting mation support  planning  planning
A .

L o

Years Months Days Hours Mins S S Mins Hours Days Months Years

Source: blue yonder
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Prescriptive Analytics ﬂ(".

« e \

Decision _ _

[ Actionable Insight

Synthesis <

Knowledge
Analysis )
\

Integration Information
J
i R
Preparation Data

J

Collection

® From raw data to decision processes:
B Data analysis takes time and often works with offline data only
® [s it possible to improve the process and react in real time ?
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Blue Yonder forward demand Architecture

OPERATIONAL SYSTEM
Environment

]
® WEB Ul & SERVICES

(industry-specific)

é

STREAM- REAL-TIME

BASED INPUT

Industry-

High Performance
specific Output

Data Transformation
R >
Zi el i Aallall Trainer
INPUT X2

HISTORICAL EXPERTISE
TRANSACTION DATA (Industry-specific models) bl
ueyonder

]
c
o
-
o
o
()
S
o

® Machine learning utilizing modern in-memory database technology
® Direct integration into business processes (not just simple data-mining)
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Future: Algorithm in Hardware

NeuroBayes machine learning algorithm on FPGA

Field Programmable Gate Array: (XILINX Virtex6 VLX75T)
Clock frequency: 250 MHz

Approx. 1 decision per clock cycle (fully pipelined architecture)
250 million decisions per second

Throughput: 100 Gbit/s

Interesting for real-time investigation of online streaming data
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® Big Data depends on scalable dynamic models (Cloud is essential)
® Big Data is interdisciplinary: Computer Science, Mathematics, ...

® Hadoop may assume the role of the data hub

® Big data is more about value than about volume

Summary
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